
Project Summary: 
University students often experience mild-to-moderate psychological distress, yet many do not access
traditional mental health support due to stigma, limited resources, or accessibility barriers. This randomized
controlled trial assesses the effectiveness of Kai, an AI-based mental health and emotional support companion,
compared to face-to-face therapy and a waitlist control. Two experiments will be conducted: Experiment 1
compares Kai to group therapy and a waitlist; Experiment 2 compares Kai to individual counseling and a waitlist.
Each intervention runs for 12 weeks. Mental health outcomes—life satisfaction, anxiety, depression, PTSD
symptoms, well-being, and substance use—will be measured pre- and post-intervention. The study will also
evaluate mediating (engagement, therapeutic alliance) and moderating factors (attachment style, social support,
loneliness, political stress). Conducted at Reichman University, this trial will provide insights into the potential of
AI to deliver scalable mental health support.
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Rationale & Background Information
    AI-driven mental health tools are revolutionizing digital support by offering scalable, always-on, and
personalized interventions. Kai, an AI emotional support companion, represents this evolution. Designed to
simulate supportive conversations, Kai uses natural language processing and evidence-based frameworks (CBT,
ACT, and positive psychology) to deliver empathetic, responsive, and contextually aware support. Research has
shown that users often engage meaningfully with AI companions, reporting therapeutic benefits akin to human
interaction (Boucher et al., 2021; Vaidyam et al., 2019).
    The CASA paradigm (Nass & Moon, 2000) suggests that individuals attribute social characteristics to AI,
fostering trust and openness. AI’s perceived empathy, responsiveness, and humanness are associated with
increased user engagement and improved outcomes (Chaudhry & Debi, 2024; Limpanopparat et al., 2024).
Systematic reviews support the clinical efficacy of AI conversational agents for depression and anxiety symptom
reduction (Li et al., 2023). AI companions are also valuable in contexts of high psychological vulnerability, such
as conflict or pandemic-related stress, where timely human support is unavailable (Charlson et al., 2019;
Carpiniello, 2023).
    Moderators such as attachment style (Hsieh & Oh, 2024), social support (Zimet et al., 1990), and loneliness
(Gabarrell-Pascuet et al., 2023) influence how individuals interact with digital agents. Loneliness and perceived
isolation may both increase engagement and modulate outcome responsiveness. . Furthermore, AI
companionship may alter help-seeking behaviors, either complementing or substituting traditional therapy (Xie
& Pentina, 2022).    This study seeks to understand the effectiveness, moderators, and mechanisms of change
within AI-delivered psychological support and to inform scalable mental health strategies that can extend care
to underserved and high-risk groups.
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Study Goals and Objectives
Goals:
Evaluate Kai's effectiveness in improving student mental health.

Primary Objectives:
1.Assess improvement in mental health outcomes vs. waitlist.
2.Compare Kai with group and individual therapy.

Secondary Objectives:
Evaluate effects on  therapy-seeking intention.
Evaluate effects on substance use,
Examine moderators (attachment, support, stress).
Investigate mediators (engagement, perceived AI qualities).

Study Design Type: Two three-arm parallel RCTs
Design: Interventional, randomized, single-blind (assessor), parallel assignment
Setting: University-based 
Sample Size: Exp 1: 984; Exp 2: 164 (total: 1148)
Statistical Power: 90%, α = 0.05 (medium effect size, allowing for 20% attrition)

Instruments 
Measures will be collected at baseline and again after 3 months.

GAD-7 (Spitzer et al., 2006)
PHQ-9 (Kroenke et al., 2001)
WHO-5 (Sischka et al., 2020)
PCL-5 (Price et al., 2016)
ASSIST (WHO)
BMSLSS (Seligson et al., 2003)
General Help-Seeking Questionnaire
Perceived Social Support (Zimet et al., 1990)
Attachment Style (Lafontaine et al., 2016)
Loneliness Scale (Hughes et al., 2004)

Methodology
Experiment 1:

Group 1: Kai AI Companion (use recommended ≥3x/week, 10–15 min/session, but flexible according to
participant preference; 12 weeks)
Group 2: Group Therapy (12 weekly 90-minute sessions with a clinical psychologist)
Group 3: Waitlist Control (offered access after study)

Experiment 2:
Group 1: Kai AI Companion (same as above)
Group 2: University Counseling Services (individual sessions, weekly for 3 months)
Group 3: Waitlist Control

Recruitment will be conducted via digital flyers, email lists, and student networks. Randomization will be
performed using a computer algorithm. Allocation will remain concealed. Assessors will be single-blinded. Data
will be collected digitally.
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Safety Considerations
Participants will be screened to exclude acute risk. The safety protocol will include weekly distress monitoring,
emergency contact lists, and real-time escalation for suicidal ideation. All staff will be trained in referral
procedures. Consent forms will highlight potential emotional triggers. Adverse events will be recorded and
reviewed bi-weekly. A licensed clinical psychologist will be on call for participants in crisis.

Data Management & Statistical Analysis
Data will be anonymized and stored on encrypted servers. It will be coded using unique IDs. SPSS and AMOS
will be used for data analysis. Repeated measures MANOVA with covariates will be conducted. Moderation will
be assessed via interaction terms (PROCESS). Mediation models will explore indirect effects via engagement
and therapeutic alliance. Missing data will be handled using multiple imputation. All variables will be checked
for assumptions, and sensitivity analyses will be conducted.

Quality Assurance
Standardized facilitator manuals, digital checklists, and fidelity ratings will be implemented. Monthly audit
meetings will be held.  Ethics will be monitored by the university IRB. Clinical monitors will ensure adherence
to GCP. 

Expected Outcomes 
Study Hypotheses

1.Primary Hypotheses: 
a.University students using the Kai AI companion will show significantly greater improvements in anxiety,

depression, and wellbeing compared to waitlist controls.
b.The effectiveness of the Kai AI companion for improving psychological outcomes will be comparable to

or exceed face-to-face group and interpersonal therapy across multiple mental health domains.
c.Kai AI intervention will significantly reduce substance use behaviors compared to both face-to-face

group therapy and waitlist control conditions.
d.Users of the Kai AI companion will report decreased intention to seek traditional therapy compared to

participants in the face-to-face therapy and waitlist control groups.
2.Moderation Hypotheses: 

a.The effectiveness of the Kai AI intervention will be moderated by relational factors, with participants
reporting higher loneliness, lower social support, and higher attachment insecurity (both anxious and
avoidant) showing stronger intervention benefits, particularly for anxiety outcomes.

b.Political life events exposure will moderate intervention effectiveness, with participants reporting
higher exposure to political stressors showing more substantial benefits from Kai AI intervention,
especially for anxiety and depression outcomes.

3.Mediation and Engagement Hypotheses: 
a.Higher engagement with Kai (measured by message frequency) will be associated with greater

improvements in mental health outcomes.
b.Therapeutic alliance (perceptions of Kai's professional competence and empathy) will predict user

engagement, which will in turn mediate mental health improvements.
c.Mental health improvements through Kai usage will mediate reductions in perceived need for

traditional therapy.

We expect that Kai will produce equal or superior results to traditional therapy in improving psychological
wellbeing. The study will identify profiles of students who benefit most from AI support. Outcomes will inform
ethical AI use in mental health and the development of hybrid care models combining digital and human
support.
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